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1. Introduction

The project Parallel Computer Algebra (ParCA) have been started in Tambov
University in 2003. During the last 5 years we have obtained an extensive collection
of useful classes, polynomial and matrix algorithms, etc. We have done a lot of
experiments on cluster machines: a Myrinet-IBM cluster machine with 16 processors
of Tambov University and 4000-processors cluster machine of Russian Academy
of Sciences Joint Supercomputer Center (JSCC) for which we have access thanks
to the RAS. These experiments demonstrated the acceleration of matrix and
polynomial multiplication operations more then 70% and the acceleration of matrix
operations of inversion family more then 50%. We say that acceleration is equal
100% if the real time of some operation is n-times bigger for one machine than for
the cluster of the n-machines. These experiments let us understand that parallel
computer algebra may become a realy efficient system.

A new stage of the ParCA project is connected with two problems.

First problem is the problem of complicated class structure. We have to
duplicate many algorithms for different number rings.

The second problem is an absense of large objects of data. Each object in
ParCA must be less than core memory. But for the big cluster machine we want
to have the big objects. Just in this case we have a chance to get an efficient
computational process for big cluster machine.

That is why at the end of 2008 year we have started the ParCA-2 project. Two
main new features of this project are a new classes structure a new file-oriented
data.

2. Class structure of ParCA-2

The main abstract class for ParCA-2 is a Scalar class. The abstract methods of this
class cover all possible scalar operations. The methods are: add, subtract, multiply,
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divide, power, GCD, extendedGCD, mod, modInvers, modPower, divideAndRemainder,

random, a family of "valueOf"methods for creating a definite scalar type from
another scalar type. There are no objects in this class.

Daughter classes of the Scalar class are devided into several groups. There
are numbers, polynomials, rationales and functions.

We have 12 classes for numbers. There are 6 exact number classes and 6
rounded number classes. The exact sets of numbers are: Z, Q, Cz, Cq, Zp and Zp32.
We denote Cz = {a+ib: a,b € Z,i® = —~1} and Cq = {a+ib: a,b € Q,i% = —1},
7Zp=27/pZ, with arbitrary prime number p €Z and Zp32 = Z/pZ, with prime
number p less than maximal positive number of 4-bite word. The last class of
numbers is the most fast and the most often used in computer algebra applications.

The rounded sets of numbers are: R,C, R64,C64, R128 and C128. Here we
use the next notation. R64 is a standard 64 bit-length floating point real number.
R is an arbitrary-length real number. R128 is a pare of a 64 bit-length floating
point real number and an additional 64 bit-length word for an order. Three
complex classes C, C64 and C'128 are obtained from the classes R, R64 and R128,
consequently.

The Polynomial class of many variables is an only one for any of 12 number
types.

The class of Fractions is a daughter class of scalars. The numerator and the
denominator of fractions are scalars.

The class of Rationals is a daughter class of Fractions. The numerator and
denominator of rational element are polynomials. The other daughter class of
Fractions is @Q-number class. The numerator and denominator of @Q-number are
Z-numbers.

The other daughter class of Scalar is the class of Functions. Class Function is
obtained as a composition of elementary transcendental functions and polynomial
functions.

Therefore the total number of scalar classes is 60: 12 numbers classes, 12
polynomial classes, 12 rational classes and 12 function classes.

The other daughter class of Scalar is the class of Function. Class Function is
obtained as a composition of elementary transcendental functions and polynomial
functions.

We think that later the scalar class of infinite series may be done too.

The classes of Matrix, Vector and Tensor have the Scalar type elements. So
matrix method may be applied to any Scalar class.

The main matrix methods are: “adjoint”, “det”, ‘“kernel”, “toEchelonForm”,
“inverse”. The main method is the recursive block method “adjDet”. This method
returns the matrix determinant together with adjoint and echelon matrices. It is
casy to obtain the kernel matrix from echelon matrix and inverse matrix from
adjoin matrix and determinant.

We have started to construct the classes of file-matrices and file-polynomials.
We expect that with these new file-classes we will have possibility to solve problems
with a very large input data.
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